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ANALYSIS OF THE QUADRATURE ERROR IN L2 AND

H1 ERROR FOR THE h VERSION OF THE FEM

Chang-Geun Kim

Abstract. We describe some results for the h version which per-
tain to the questions on numerical quadrature. We also present an
example that illustrates the rate of convergence predicted for linear
elements under certain quadrature schemes in [2], [4], [5].

We briefly describe some results for the h version which pertain to the
questions on numerical quadrature. We also present an example that
illustrates the rate of convergence predicted for linear elements under
certain quadrature schemes in [2], [4], [5].

First of all, the basic rule to ensure optimal convergence in the H1

norm is to ensure that for piecewise polynomials of degree p (either
on a one-dimensional grid or on a quasiuniform family of triangular
meshes), the quadrature scheme chosen is exact for all polynomials of
degree ≤ 2p − 2. This implies, for instance, that for p = 1 (linear
elements), the left end-point rule is sufficient in the one-dimensional
case and that the mid-point rule (for triangles) is sufficient for triangular
meshes. For rectangular meshes, using Qp elements, the rule must be

exact for the space Q2p−1(K̂) and the union ∪Lp

l=1{b̂
p
l } must contain a

Qp(K̂)∩P2p−1(K̂)–unisolvent subset. This means , for instance, that in
two and higher dimensions, p + 1 G-L points would have to be used in
each direction (the same minimum as for the p version), to ensure the
unisolvency.

Suppose now that instead of the H1 norm, a lower order norm is of
interest. Then, in [2], it has been shown that if piecewise polynomials
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of degree ≤ p are used (on a one-dimensional mesh), then

(1) ‖u− ũh‖l,Ω = O(hp+1−l),

for 2 − p ≤ l ≤ 1, when the quadrature rule has precision 2p − 2.
Moreover, (1) will also hold for l = 1− p, provided the rule has an extra
order of precision, ie, it is exact for polynomials of degree ≤ 2p− 1 (see
also [4] and [5]). This latter condition is only stated to be sufficient in
the above references. In [1], the necessity of such a condition has been
shown in the context of guaranteeing convergence of eigenvalues for the
eigenvalue problem.

In this section, we will show the necessity of requiring this extra degree
of precision for the case that we have mapped linear elements. The results
in [2], [4], [5] pertain to the case of non-constant coefficients. In our
example, however, we choose the coefficient to be a constant but map
the elements instead.

We consider the boundary value problem −u′′ = f on I = [0, 1], with
the boundary conditions u(0) = 0, u′(1) = 1. Suppose f = 0, so that
the exact solution is u(x) = x. We consider the h version on I with
a uniform mesh given by xi = ih, i = 0, 1, . . . , n, where h = 1/n.
Assume that the ith subinterval Ii = [(i − 1)h, ih] is the image of the

reference interval Î = [0, 1] under the mapping

(2) x = (i− 1)h+ hg(ξ),

where

(3) g(ξ) = ξ +
h

2
(ξ2 − ξ).

Suppose we use linear elements on Î, so that the basis functions on
the reference element are ψ̂A(ξ) = ξ and ψ̂B(ξ) = 1 − ξ. On Ii, the
corresponding basis functions will be

ψi(x(ξ)) = ψ̂A(ξ) = ξ, ψi−1(x(ξ)) = ψ̂B(ξ) = 1− ξ.

Let us compute the entries of the stiffness matrix when exact integra-
tion is used. We have

(4)

b =

∫ ih

(i−1)h

ψ′
iψ

′
i dx =

∫ 1

0

ψ̂′
A(ξ)ψ̂′

A(ξ)

hg′(ξ)
dξ

=
1

h

∫ 1

0

(1− h

2
(2ξ − 1) +O(h2)) dξ =

1

h
(1 + βh2),
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since
∫ 1

0
(2ξ − 1) = 0 (this is why we selected the special form in (3)).

The other terms may be similarly calculated.
Suppose K1 is the stiffness matrix when g(ξ) = ξ in (2). Then for g(ξ)

as in (3), the above calculation shows that we get the stiffness matrix

(5) K = K1(1 + βh2).

The solution that we get is

(6) uh(x) =
n∑

i=1

ci ψi(x),

where ~c = (c1, c2, . . . , cn)T satisfies

(7) K~c = (0, 0, . . . , 0, 1)T .

Since the solution of (7) when K = K1 is simply ci = ih, it follows that
the solution when K is given by (5) is

(8) ci = ih(1 + β h2)−1.

Suppose now that we use numerical integration with a rule that has
O(hα) accuracy, so that instead of (4), we obtain

h(b̃− b) = O(hα)

i.e.,

b =
1

h
(1 + γ hα + β h2).

Then for α ≤ 2, the solution corresponding to (6) and (8) will be

(9) ũh(x) =
n∑

i=1

c̃i ψi(x), c̃i = ih(1 + β̃ hα)−1.

We now calculate the H1 error with ũh, uh. Consider the ith subin-
terval Ii. Let us define Ui, Ũ

h
i on Î such that for x ∈ Ii,

u(x) = Ui(ξ), ũh(x) = Ũh
i (ξ).

Then

Ui(ξ) = (i− 1)h+ hg(ξ),

Ũh
i (ξ) = ((i− 1)h+ hξ)(1 + β̃hα)−1,
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and we get with ẽh = u− ũh,

|ẽh|21,Ii
=

∫ 1

0

(U ′
i(ξ)− Ũh′

i (ξ))2

hg′(ξ)
dξ

= h

∫ 1

0

(g′(ξ)− (1 + β̃hα)−1)2

g′(ξ)
dξ

= h(Ah2α +B h2 + C hα+1),

using (3). Summing from i = 1 to n gives, for α ≥ 1,

|ẽh|21,I ≈ Ch2,

so that the H1 error is O(h) if the integration rule gives O(h) accuracy.

Taking β̃ = 0 in the above shows that using exact integration, the H1

error is also O(h), so that O(h) accuracy is sufficient for an optimal H1

error.
Next, we calculate the L2 error. Setting

(1 + β̃ hα)−1 ≈ 1− β̃ hα,

we have

|ẽh|20,Ii
= h

∫ 1

0

(Ui(ξ)− Ũh
i (ξ))2g′(ξ) dξ

= h3

∫ 1

0

{β̃(i− 1)hα

+ (g(ξ)− ξ(1− β̃hα))}2g′(ξ) dξ

+ lower order terms.

Using the fact that

g(ξ)− ξ =
h

2
(ξ2 − ξ),

we have
|ẽh|20,Ii

≈ h3(i2Dh2α + E h2).

Summing from i = 1 to n, we have for 1 ≤ α ≤ 2,

|ẽh|20,I ≈ Ch2α,

so that the L2 error behaves like Chα. Using the same argument above
with β̃ = 0 gives |eh|0,I = Ch2 for eh = u − uh. Hence, to preserve this
(optimal) rate of convergence, we must have α = 2 rather than 1 in the
quadrature estimate.
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Figure 1. H1 and L2 errors with the h version.

In terms of degree of precision of the rule used, this shows that we
need (for the one-dimensional case), a rule that is exact for polynomials
of degree ≤ 1 (= 2p− 1) rather than ≤ 0 (= 2p− 2). For example, the
left (or right) end-point rule is not sufficient, we would need either the
mid-point or trapezoidal rule.

In Figure 1, we present the results of numerical computation using
the above quadrature rules. If we use middle point rule (ie,

∫
h(x)dx =

h(1
2
)) to calculate stiffness matrix, then the order is 0(h2) and if we use

left point rule (ie,
∫
h(x)dx = h(0)) the order is 0(h). The condition∫ 1

0
φ(ξ)dξ = 0, we choose φ(ξ) = ξ − 1

2
. First, the curves (a) and (b)

respectively represent the L2 and H1 errors on a log-log scale, which are
obtained by using the left end-point rule. As expected, the order in both
cases is O(h), showing that the H1 error is optimal but the L2 error is
not. On the other hand, using the mid-point rule (dotted lines (c) and
(d)) shows that the H1 error is O(h) (in (c)) and the L2 error is O(h2)
(in (d)), both of which are optimal.
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